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Measure schematicity through information
content

A quantitative approach to grammaticalization

Liulin Zhang and Jiajun Tao

Soochow University

Apropos of the level of specificity, schematicity is the key indicator of
grammaticalization in linguistics; compared to lexical items, the
information provided by grammar patterns tends to be more abstract. With
recourse to the notion of the quantifiable information content in
information theory, the schematicity of a schema can be quantified by
comparing the information content provided by the elements occurring in
the open slots to that provided by the schema itself. A formula is thereby
proposed to measure schematicity. This schematicity measure is able to
illustrate the gradience and gradualness of grammaticalization in its
applications in synchronic English data and diachronic Chinese data.
Compared to previous measures of grammaticalization, there is a notable
improvement in reliability and applicability.

Keywords: schematicity, information content, grammaticalization,
quantitative

Introduction

Grammaticalization refers to the change whereby lexical items or constructions
come to serve grammatical functions, or grammatical items develop new gram-
matical functions (Hopper & Traugott 2003: 18). A cline is proposed to illustrate
the common path of grammaticalization; that is to say, content item > grammat-
ical word > clitic > inflectional affix (Hopper & Traugott 2003:7), entailing that
each item to the right of the cline is more clearly grammatical and less lexical than

the item to the left of it.

Despite the large bulk of literature dedicated to the specific cases of grammat-
icalization, few attempts have been made to quantify it. The most relevant work
is Correia Saavedra (2021), who employed five variables, i.e. token frequency, let-
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ter count, collocate density, colligate density, and dispersion, to predict whether
a word is a grammatical item as opposed to a lexical one. Binary logistic regres-
sion models generated quantitative results ranging from 0 to 1, with 0 repre-
senting purely lexical, and 1 for grammatical. In the synchronic sample of 528
target words in written English, 73 words received the same score of 1, includ-
ing articles (e.g., a, the), conjunctions (e.g. and, albeit, cuz), prepositions (e.g.
in, with, of), pronouns (e.g. I, it, ya), etc. It needs to be noted that the model
trained on the basis of the diachronic data turned out to be different from the
one used for the synchronic data (Correia Saavedra 2021:171), and the results
were not really able to highlight changes in grammaticalization over time (Correia
Saavedra 2021:174), suggesting that the effects of those five variables are in fact
case-specific: a general model is yet to be found. More importantly, although the
author claims that the proposed approach is applicable to all kinds of linguis-
tic elements (Correia Saavedra 2021:182), collocate diversity and colligate diver-
sity are clearly word/phrase-based measures as both pertain to the neighboring
words: it is meaningless to talk about the collocate/colligate diversity of affixes or
syntactic constructions. Moreover, as many grammatical words received the high-
est score of 1, this approach does not seem to be able to differentiate highly gram-
maticalized items, let alone affixes that are conventionally believed to be more
grammaticalized than grammatical words.

Furthermore, the models proposed to measure productivity have also been
used to estimate the level of grammaticalization (e.g. Arcodia & Basciano 2012;
Perek 2018). Baayen’s hapax-based P index (Baayen 1989, 1992; Baayen & Lieber
1991) is among the most commonly used, which is calculated by dividing the
number of hapaxes of the process in question (n,) by the token frequency of that
process (N). Despite the ease of calculation, limitations of the P index have been
thoroughly discussed. In the first place, Baayen “seems to assume perfectly pre-
pared corpora” (Liideling et al. 2000), despite the fact that corpora typically con-
tain a fair number of errors that are not negligible. As errors oftentimes occur
only once, they would be counted as hapax legomena, becoming a dramatic noise
for the estimation. Secondly, the N figures are extremely sensitive to corpus size
(Bauer 1983:148), rendering it meaningless to compare results from corpora of
different sizes. Related to this issue, this method is more reliable for derivational
affixes than for lexical items as the former typically have higher frequencies than
the latter. In the last place, as the result of a statistical-probabilistic model, the P
value represents the prediction of productivity, instead of a mere indicator of past
activities (Fernidndez-Dominguez 2013). For this reason, Baayen (2009) intro-
duced the term “potential productivity”, which is not directly related to grammat-
icalization. If a grammatical form becomes obsolete, only preserved in a few fixed
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expressions, it is no longer productive, with no more hapax legomena, but it is still
a grammatical form.

To sum up, there is currently no quantitative model that can cover the com-
plete spectrum of grammaticalization. From a theoretical perspective, the current
models ignored the essential variable of grammaticalization, schematicity.

Cognitive constructionists maintain that the basic linguistic units are con-
structions, which are defined as form-meaning pairs (Goldberg 1995:4). The term
“syntax-lexicon” continuum is introduced to explain the relationship between
words and syntactic patterns: syntactic patterns, are form-meaning pairs, but at a
more abstract (schematic) level than words (Langacker 1987:37, 2008: 19; Tuggy
2007). There is no unitary “grammar” of language but rather a continuum of
constructions ranging from low frequency, highly specific, and lexical to high
frequency, highly abstract, and general (Bybee 2008). According to Langacker
(1987:132-135; 2008: 19), a schema is abstract relative to its elaborations in the
sense of providing less information and being compatible with a wider range of
options, and thus the notion of schematicity pertains to level of specificity, i.e., the
fineness of detail with which something is characterized. As illustrated in (1a) and
(1b), - can be read as ‘is schematic for’; and « as ‘is an elaboration of . The cate-
gories/constructions to the right of > provide more details, than those categories/
constructions to the left of it.

(1) a. word - content word -~ noun - _ment - treatment
b. transitive construction — ditransitive construction - give + recipient +
patient - give it a + patient - give it a try

The difference between (1a) and (1b) resides in complexity: items listed in (1b)
are syntagmatically more complex than those in (1a). Therefore, symbolic struc-
tures sketch along two parameters, namely complexity and schematicity, as rep-
resented in Figure 1, wherein the dashed line indicates the absence of any sharp
boundary.

Examples of symbolic structures falling in different positions of Figure 1 are
presented below in Table 1, in which atomic stands for low complexity and sub-
stantive for low schematicity.

In the view of the syntax-lexicon continuum, grammaticalization essentially
pertains to an increase in schematicity. Therefore, the key to measuring the level
of grammaticalization precisely resides in the quantification of schematicity,
which has never been done before, and thus motivates the present study. The pre-
sent study resorts to information theory to crystalize the notion of schematic-
ity, and thereby proposes a viable quantitative model to measure schematicity
based on the pre-existing information content formula. The relevance of informa-
tion content to schematicity is discussed at length in §2, leading to our quantita-
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Figure 1. The syntax-lexicon continuum (Langacker 2008:21)

Table 1. The syntax-lexicon continuum (Croft & Cruse 2004: 255)

Construction type Traditional name Examples

Complex and (mostly) schematic ~ syntax [sBy be-TNs V-en by oBL]
Complex, substantive verb subcategorization frame [sBJ consume 0Bj]
Complex and (mostly) substantive idiom [kick-TNs the bucket]
Complex but bound morphology [N-s], [V-TNs]

Atomic and schematic syntactic category [DEM], [ADJ]

Atomic and substantive word/lexicon [this], [green]

tive schematicity measure. Synchronic applications of the schematicity measure in
English data are presented in § 3, while diachronic applications of the schematic-
ity measure in Chinese data across two millennia are presented in §4. §5 com-
pares our schematicity measure to previous models including Correia Saavedra’s
(2021) multivariate models and Baayen’s (1989; 1992) hapax-based measures,
ending with a discussion of implications and future directions.

2. Quantification of schematicity

2.1 Schematicity in information theory

A key concern of information theory deals with the informational value of a com-
municated message, which is related to how surprising this message is, alias dictus
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the information content. If the message is about something that is very likely to
happen, it carries very little information. In contrast, it will be much more infor-
mative if a highly unlikely event occurs. Therefore, the information content of
an event X, represented as h(X), is related to the probability of its occurrence,
p(X). Another feature of information content is that if X and Y are two indepen-
dent events, the information content of these two events to co-occur (which is less
likely to happen) equals to the sum of their individual information contents:

(2) h(X,Y)=h(X) +h(Y)

In (2), h(X,Y) is related to p(X, Y), as previously explained. Meanwhile, since X
and Y are independent, p(X, Y) = p(X)-p(Y). A resemblance with the logarithmic
function can be observed:

(3) log,(XY)=log, X+log, Y

Based on the above observation, a logarithmic relationship can be conjectured
between information content and probability, which explains Shannon’s measure
of information content (Shannon 1948a; 1948Db, see also MacKay 2003: 32):

1
@) = - log:(p(X))

@) h(x) = log
In (4), 2 is chosen as the logarithmic base so that the resulting units may be called
binary digits, i.e. bits. If base 10 is used, the units may be called decimal digits
(Shannon 1948a; 1948b). For reasons to be discussed in § 3, the remainder of this
paper will use 10 as the base.

The notion of information content can be easily applied to schematicity, as
schematicity pertains to the specificity of information by definition (Langacker
1987:132-135, 2008: 19; Tuggy 2007). Taking _ment and treatment as examples,
as previously mentioned in § 1, _ment is schematic for treatment, while treatment
is an elaboration of _ment. The word treatment provides more specific informa-
tion than the schema _ment, and information theory tells us that the information
content of treatment equals to the sum of the information contents of _ment and
the morpheme treat, as shown in the following equation:

(5) h(treatment) = h(_ment) + h(treat)

In (5), h(treatment) is related to the probability of this word to occur in the
corpus, p(treatment), which equals p(_ment)-p(treat). Plugging in the formula
of information content, logarithm is able to connect p(_ment)-p(treat) with
p(_ment) + p(treat), as shown below in (6).

(6) lg(p(treatment)) =lg(p(_ment)) + lg(p(treat))

© 2025. ILAS
All rights reserved



328

Liulin Zhang and Jiajun Tao

With this knowledge, the schematicity continuum presented in (1a) can be inter-
preted from the perspective of information theory, as shown below in (7).

(7) h(word) < h(content word) < h(noun) < h(_ment) < h(treatment)

It is clearly shown in (7) that the more schematic categories/constructions pro-
vide less information content for a specific case: for the word treatment, the cat-
egory of noun provides less information content than the schema _ment, but
meanwhile provides more information content than the category of word. There-
fore, to estimate schematicity, a possible way is to look at how little information
content is provided by the target schema for a typical instantiation of this schema.

2.2 Measurement of morphological grammaticalization

To illustrate Hopper & Traugott’s grammaticalization cline, i.e. content item >
grammatical word > clitic > inflectional affix, the focus of the present study is set
on morphemes. Based on whether a morpheme can stand alone as a word, mor-
phemes can be classified as free morphemes and bound morphemes. It needs to
be noted that the distinction between free morphemes and bound morphemes is
not clear-cut, and the boundedness of morphemes resides precisely in the level
of grammaticalization: morphological grammaticalization involves phonetic ero-
sion and semantic bleaching (Sweetser 1988; Heine 1993: 89, 106; Coussé et al.
2018), whereby the morpheme becomes less informative and more dependent
on other elements (Lehmann 2002: 110; 2015: 132). For this reason, the present
study sets morpheme as the target unit of analysis: bound morphemes are ana-
lyzed together with free morphemes, aiming to illustrate the complete spectrum
of grammaticalization.

More and more researchers are coming to the conclusion that grammatical-
ization always takes place in specific contexts (Lehmann 2002; Traugott 2008;
Hiining & Booij 2014): morphemes do not grammaticalize alone, but in
schemata. For a target morpheme X, it grammaticalizes as the schema X_ or _X
becomes more schematized, wherein the information content provided by the
schema for its specific instantiations decreases. Without a schema, it is meaning-
less to talk about schematicity. With Shannon’s measure of information content,
presented in (4), we can easily compare the information content provided by the
schema to that provided by the element occurring in the open slot. For example,
Xa is an instantiation of the schema X_; the frequencies of X and a are F(X) and
F(a) respectively, and thus the probability of their occurrence can be represented
as F(X)/T and F(a)/T, T corresponding to the corpus size (total token frequency).
As previously mentioned in § 2.1, the schematicity of a schema pertains to how lit-
tle information content is provided by this schema for a typical instantiation. To
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get this, we can simply compare the information content of X_ to that of a by sub-

traction:
F(a) F(X)
(8) h(ﬂ)—h(X_)=—1g(T)+lg (T)
= o (EX  F@)
= lg( - / T )

F(X)
=lg(5,)

Different situations are listed below in Table 2.

Table 2. The relationship between frequency and information content

Frequencies F(X) and F(a) Information content Interpretation

F(X) > F(a) h(a) —h(X_) >0 X_ is less informative than a
F(X) = F(a) h(a) —h(X_)=0 X_ and a are equally informative
F(X) < F(a) h(a) —h(X_) <0 X _is more informative than a

As in a cloze test, given a context that is rarely seen, those high-frequency ele-
ments can be easily filled out. On the other hand, it is much more difficult to guess
the specific details based on commonly-seen information.

However, a schema typically has more than one instantiation: besides Xa, X_
is also schematic for Xb, Xc, Xd, and so forth. Simply comparing h(X_) to h(a)
does not suffice to estimate the schematicity of X_: all its instantiations (tokens)
need to be taken into consideration to formulate a general picture. A convenient
way is to look at the mean, and thereby we can get a general formula for the
schematicity index for morpheme-based schemata, as shown below in (9).

S(X_) = Av element occurring in the open slot) — h(X_
(9) S(X)=Avg_th(el g in the open slot) — h(X_)}
total token frequency of X_
= Avg {lg ( )l

token frequency of the element occurring in the open slot

If we are interested in the schematicity of the _ment, in corpus, the token fre-
quency of _ment adds up to 16,934, in which 227 types of elements occur in the
open slot. we can aggregate the frequencies of those elements, as shown below in
Table 3.

In Table 3, the second column “token frequency of this type of _ment” refers
to the token frequency of each type of the instantiations of _ment, i.e. govern-
ment/development/environment]..., it needs to be differentiated from the third
column “frequency of the element”, which refers to the token frequency of gov-
ern/develop/environ/... in the corpus, whether used as words or word-forming
elements. Some elements invariably occur in _ment, such as environ, parlia, and
mismanage, so the token frequency of these types of _ment is the same as that of
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Table 3. Elements occurring in _ment

Element occurring in Token frequency of this type of Token frequency of the
_ment _ment element
govern 3,485 3,806
develop 844 1,787
environ 741 741
parlia 729 729
manage 638 817
move 558 1,468
equip 495 561
invest 440 451
treat 440 707
employ 309 673
pay 301 1,322

... (214 types, 7,952 tokens of _ment omitted)

mismanage 1 1

refurbish 1 3

the element. In contrast, some elements often occur in contexts other than _ment,
such as develop, manage and move, so the token frequency of the element is sig-
nificantly higher than that of those types of _ment.

As previously discussed, schematicity corresponds to how little information
content is provided by the target schema for its instantiations, i.e., h(element
occurring in the open slot) — h(X_), in which h(element occurring in the open
slot) is related with the probability of this element to occur in the corpus, i.e.
F(element occurring in the open slot)/T. Therefore, only “token frequency of the
element”, listed in the third column of Table 3, is relevant. For example, the token
frequency of move is much higher than that of environ: although the token fre-
quency of movement is lower than that of environment, move is not providing
so much information content for movement as environ does for environment, as
shown below in (10):

(10) a. h(move) — h(_ment) = lIg( FF‘(—;’ZEV’Z‘)) ) =1g(16934 + 1468) ~ 1.0620
b.  h(environ) — h(_ment) = lg(—=") = 1g(16934 = 741) ~ 1.3589
F(environ)
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In an extreme situation, some elements only occur once in the corpus, and that
is in the schema _ment, e.g. mismanagement and refurbishment, these elements
would naturally be highly informative for the corresponding instantiations of
_ment, as shown below in (11):

(11)  h(mismanage) — h(_ment) = Ig( F(F(_mgm)

mismanage)

)=1g(16934 + 1) ~ 4.2288

Noticeably, for different types of instantiations, the value of {h(element occurring
in the open slot) — h(_ment)} varies dramatically. Nevertheless, movement, envi-
ronment, mismanagement, etc., are all instantiations of the schema _ment. To
estimate the schematicity of _ment, each token of its instantiations needs to be
taken into account. It must be noted that the information in Table 3 is listed by
types, not tokens — there are 3,485 tokens of government, 844 tokens of devel-
opment, etc. — but the schematicity index actually calls for the mean of {h(ele-
ment occurring in the open slot) — h(X )} for each token. Therefore, to calculate
S(_ment) based on the information in Table 3, the result from each row needs to
be weighted according to token frequency (information listed in the second col-
umn), as shown below in (12):

(12) S(Cment)

=Avg {l
g_{ 8 ( token frequency of the element occurring in the open slot
( F(_ment) ) F(goverment) ( F(_ment) ) F(development)

F(govern) F(_ment) F(develop) F(_ment)
=1g(16934 + 3806) x 3485 + 16934 + ...
= 1.3671

total token frequency of _ment

The value of the schematicity index can be above or below zero. As illustrated in
Table 2, S(X_) =0 (i.e. h(a) equals h(X_) in a typical instantiation of this schema)
indicates that the target schema is typically as informative as the elements occur-
ring in the open slot. In other words, the meaning of X_ is no more abstract
than the elements occurring in it, and the schema X _ can thus hardly be called a
grammatical (either word-forming or syntactic) pattern. If S(X_) < 0 (i.e. h(a) is
smaller than h(X_) in a typical instantiation of this schema), the schema X_ typ-
ically provides more information content than the elements occurring in it, so X
is better conceived of as a contentful element occurring in other grammatical pat-
terns, and _a is likely to be more grammaticalized than X_. Only when S(X_) > 0
can X_ be considered a grammatical pattern in which the target schema is not so
informative as the elements occurring in the open slot in a typical instantiation,
which means that the target schema X_ typically relies on the elements occurring
in the open slot to express specific meanings. The higher the S value, the more
grammaticalized the schema.
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As previously mentioned, morphemes do not grammaticalize alone. Gram-
maticalization always happens in context, entailing that for a target morpheme X,
the schemata X_ and _X may have different levels of schematicity, which is exactly
the case to be discussed in the next section. From the linguistic perspective, syntax
is hierarchical and recursive, which means all kinds of elements, ranging from
morphemes to clauses, may occur in the open slots of syntactic schemata. How-
ever, to minimize manual intervention, the computations in §3 and §4 only rec-
ognize the neighboring morphemes/words as the elements occurring in the open
slots of the schemata X_and _X, without considering the hierarchical structure of
sentences.

3. Synchronic application of the schematicity measure

This section applies the schematicity measure in the Baby Edition of the British
National Corpus (available at (http://www.natcorp.ox.ac.uk)), consisting of four
million words. The morphemes of interest (see below in (13)) are manually seg-
mented, e.g. endowment is manually segmented as endow -ment.

(13) Target morphemes (besides free morphemes that are automatically seg-
mented): (-)able, auto(-), (-)berry, (-)dom, -ed (past tense), -ed (past partici-
ple), -ful, (-)graph, ing, inter(-), -ion, -ism, -logy, macro(-), -ment, micro(-), -ness,
-ous, (-)over(-), -s (plural), -s (3rd person singular), (-)ship, tele(-).

These morphemes are representative prefixes, suffixes, and inflectional affixes
frequently discussed in previous works (Bauer 2001:148-149; Fernandez-
Dominguez 2013) that can be clearly identified and segmented. Some morphemes
can be used alone as words, or combine with other elements to form words; e.g.
micro(-), auto(-), (-)berry, (-)over(-). As long as it is the same morpheme, whether
used alone or not, it is treated as one target. The frequency of each type of X_and
_Xis generated by the n-gram function in AntConc 4.2.0: instantiations of X_and
_X can be perceived as bigrams when target morphemes are segmented.

The schematicity indices of X_ and X_, with the X being each of the target
morphemes, are listed below in Table 4. The results of some high-frequency free
morphemes are also listed as references.

Data in Table 4 can be plotted in Figure 2.
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Table 4. Schematicity indices of X_and _X

Morpheme  S(X_) S(X) Morpheme  S(X_) S(X)
(-)able 0.152 1.577 -ism -1.312 1.065
and 1.585  1.536 keep -0.868 -1.233
at 0.303 0527 -logy -1.170  0.796
auto(-) 0.505 -1.615 macro(-) 0.452 -1.015
(-)berry -1.000 -0.699 may -0.099 -0.394
best -0.330 -1.776 -ment -0.085  1.367
book -1.462 -0.958 micro(-) 0.231 -1416
but 0.300  0.840 must -0.612 -0.808
can 0.300  0.840 never -0.001 -0.802
(-)dom -1.196  0.163 -ness -0.506  0.923
door -0.908 -1.079 of 1438 1477
-ed (pp) 0914  2.396 on 0.406  0.723
-ed (pt) 0519  1.867 —ous 0523 1745
even -0.249 -0.448 (-)over(-) -0.006  0.279
face -0.846 -0.851 -s (3sg) 0.399 1.320
fact -1.332 -1.746 -s (plural) 1.277 2513
from 0.380  0.435 say -0.414 -0.390
~ful 0.016  0.702 school -0.664 -0.292
g0 -0.238 -0.119 (-)ship -0.958  0.499
(-)graph -0.170  0.480 tele(-) 0.261 -1.474
have 0.545  0.174 that 0.736  0.779
he 0.796  0.821 the 2.596 1.153
help -0.813 -0.939 this 0.705  0.225
in 1.023 1.130 to 1.483 1.176
-ing 1.007 1.888 want -0.659 -0.562
inter(-) 0.826 -0.565 with 0.656  0.694
-ion 0.333  2.239
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Figure 2. Schematicity indices of X_and _X

Despite an overall positive correlation, an asymmetry between S(X_) and
S(_X) can be observed from many cases. To crystalize the symmetry and asym-
metry, we can divide the target morphemes into five categories (i.e. content word,
function word, prefix, suffix, and inflectional affix)! and analyze the schematicity
indices for each category. Results are shown below in Table 5 and Figure 3.

Table 5. Mean schematicity index of each category

Contentword Functionword Prefix Suffix Inflectional affix

S(X)) -0.529 0.731 0.455 -0.336 0.777

S(X) -0.679 0.662 -1.217  0.980 2.024

1. Following Correia Saavedra’s (2021: 88) treatment, nouns, verbs, adjectives, and adverbs are
categorized as content words, while function words include prepositions, articles, determiners,
conjunctions, pronouns, and negations. Inflectional affixes include -ed (past tense), -ed (past
participle), -ing, -s (plural), -s (3rd person singular). Auto(-), inter(-), macro(-), micro(-), and
tele(-) are categorized as prefixes, while (-)able, (-)dom, -ful, (-)graph, -ion, -ism, -logy, -ment,
-ness, -ous, and (-)ship are treated as suffixes. However, it should be borne in mind that the dis-
tinctions between these categories are not clear-cut, which is to be discussed at length.
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Figure 3. Schematicity indices of each category

The asymmetry between S(X_) and S(_X) corresponds to the unbalanced
dependence of the target morpheme on the elements before and after it. If S(X_)
is significantly higher than S(_X) — the element following X is typically providing
more information than the element preceding X — X relies more on the element
after it to express specific information, which characterizes prefixes, adjectives,
and adverbs. In contrast, if S(X_) is significantly lower than S(_X), it is the ele-
ments preceding X that provide more information, which characterizes suffixes.
Accordingly, morphemes that depend equally on both sides bring comparable
S(X_) and S(_X) values. Function words made up of free morphemes are seman-
tically abstract, relying heavily on the elements on both sides to provide content-
ful information, making S(X_) and S(_X) both high. Contentful nouns and verbs
with specific meanings also have close values of S(X_) and S(_X), both low, often-
times below zero, indicating that they are always providing contentful informa-
tion.

In the meantime, the continua of the schematicity indices demonstrate the
gradience of grammaticalization. Although clitics are not included in the present
analysis, the greatest part of Hopper & Traugott’s (2003) grammaticalization cline
(i.e. content item > grammatical word > inflectional affix) is clearly demonstrated
in Figures 2 and 3. Simply looking at S(_X) (the vertical axis in Figure 2), book <
(-)berry < (-)ship < -ment < -s (plural) shows incremental semantic abstractness.
This finding supports the hypothesis that affixes are grammaticalized from con-
tent words, and there are no clear cut boundaries in between: the boundedness of
morphemes is a continuum. A morpheme can be completely bounded, such as -s,
-ed, -ing, -ment, -ion, -ous, with high schematicity indices, or somewhere between
free and bounded. Many of our target morphemes can stand alone as words or
combine with other elements, such as (-)able, (-)ship, (-)graph, (-)dom, (-)berry,
and their varied schematicity indices correspond to the varied levels of bounded-

© 2025. ILAS
All rights reserved



336

Liulin Zhang and Jiajun Tao

ness. For example, S(_berry) is lower than S(_ship), reflecting that (-)berry typi-
cally provides more information content for the preceding element than (-)ship,
and thus more free. The morpheme -ship is sometimes taken as an affix as in
friendship, relationship etc., while strawberry is normally treated as a compound,
in which (-)berry is virtually never perceived as an affix. Affixes are also charac-
terized by different levels of grammaticalization: both as derivational affixes, ship
is not so schematic and semantically bleached as -ment, yet -ment is still not so
grammaticalized as inflectional affixes.

The reason why 10 is chosen as the logarithmic base can also be explained
by the data shown in Table 4: with 10 being the base, prototypical function
words and derivational affixes have S(X_) or S(_X) above 0.5, and prototypical
inflectional affixes feature S(_X) above 1.5. The correspondence between the
schematicity index and levels of grammaticalization is listed below in Table 6.

Table 6. Correspondence between the schematicity indices and levels of

grammaticalization

Schematicity index Level of grammaticalization Example

S(X)<0.5 S(X_) <05 content word help, face, keep
S(X_)>0.5 prefix inter-, auto-

05<S(X)<15 S(X)>S(X) suffix -ism, -logy, -ness
S(X)=S(X_) function word with, in, of, that

S(X) <S(X_) prefix (if any) -

S(X)>1.5 S(_X) <> S(X_) inflectional affix -ing, -ed, -s

S(_X)=S(X_) function word the, and, of, in

Importantly, the correspondence presented in Table 5 is a general tendency:
0.5 and 1.5 should not be understood as cutoft points. The theory of grammatical-
ization entails that content words, function words, derivational affixes, and inflec-
tional affixes are all radial categories without clear-cut boundaries. As presented
in Table 4 and Figure 2, the schmaticity indices form a continuum demonstrating
the gradience of grammaticalization.

To compare the present results to previous measures of grammaticalization,
it is worth reiterating that no previous measure can cover the entire spectrum of
grammaticalization: Correia Saavedra’s (2021) multivariate measure is proposed
to estimate how likely a lexical item is a grammatical word, while Baayen’s (1989;
1992) hapax-based measures have mainly been used to estimate the productivity
of affixes. Bearing this in mind, the schematicity indices of free morphemes are
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compared to Correia Saavedra’s (2021) results, and those of bound morphemes
are compared to the hapax-based P indices.

Correia Saavedra (2021) calculated the grammaticalization indices for 528
high-frequency words in the written portion and the spoken portion of the British
National Corpus. Since the corpus size of the written portion is larger than the
spoken portion, which is also the situation of the present study, we shall use his
results based on written English for comparison, as shown below in Table 7.

Table 7. Correia Saavedra’s (2021: 101-108) results for the targets

Word face  fact door help want book

CSsresult 0.011 0.016 0.017 0.032 0.035 0.062

Word keep  best school never say go

CS’s result 0.07 0.076 0.076 0.086 0.087 0.108

Word must may may can  and at
CS’s result 0.63 0.847 0.847 0.976 1 1
Word but even from have  he in
CS’s result 1 1 1 1 1 1
Word of on that the  this to
CS’s result 1 1 1 1 1 1

The correlation is 0.7860 between Correia Saavedra’s results and the S(X_)
indices, and 0.8322 between Correia Saavedra’s results and the S(_X) indices, both
high without a significant difference. Major variations come from function words,
i.e., free morphemes that have relatively high levels of grammaticalization. Since
Correia Saavedra’s (2021) measure was proposed to estimate how likely a lexical
item is a grammatical word, it is self-explanatory that many function words will
receive the highest score of 1, with no further differentiation. In contrast, the pre-
sent schematicity metric attempts to illustrate the entire spectrum of grammati-
calization, from content words to inflectional affixes, so the nuanced difference
between function words can also be captured. For example, as a function word,
the is in fact more grammaticalized than this and that.

The hapax-based P indices are calculated for bound morphemes that occur at
the end of words, as shown below in Table 8.

Since the boundedness of morphemes is a continuum, the sample listed in
Table 7 includes absolute bound morphemes that never stand alone as words
(listed in the first two rows of Table 7), and free-bound morphemes that do stand
alone in some cases (listed in the last row of Table 7). When absolute bound
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Table 8. Hapax-based P indices for the target bound morphemes

Target  -ed (pp) -ed (pt)  -ful -ing -ion -ism

P index 0.136 0.144 0.080 0.114 0.072 0.262
Target -logy -ment  -ness -ous -s (3sg)  -s (plural)
P index 0.152 0.054 0.197 0.148 0.134 0.095
Target (-)able  (-)berry (-)dom (-)graph (-)over(-) (-)ship
P index 0.122 0.021 0.069 0.188 0.262 0.128

morphemes and free-bound morphemes are analyzed together, the correlation
between the P indices and the S(_X) indices is —0.0159; when the comparison is
limited to absolute bound morphemes, the correlation between the P indices and
the S(_X) indices is —0.3357. No positive correlation can be observed, and the
results of P indices deviate significantly from Hopper & Traugott’s grammatical-
ization cline: the P indices of inflectional affixes turn out to be lower than many
derivational affixes.

4. Diachronic application of the schematicity measure

This section applies the schematicity measure in the diachronic data of Chinese.
The Chinese language has an uninterrupted history of documentation for over
two millennia, bringing rich materials to the diachronic study of grammaticaliza-
tion. Moreover, despite several attempts at orthographic reform, the writing sys-
tem has always consisted of morphosyllabic Chinese characters, with each sign
corresponding roughly to a morpheme pronounced as one syllable (Saalbach &
Stern 2004; Hung 2012; also referred to as “logographic writing”, see DeFrancis
1984:72), so that the functional evolution of Chinese morphemes is easily trace-
able. By contrast, the definition of words has been controversial in Chinese
(Dixon & Aikhenvald 2002). Packard (1998) points out that the notion of “word”
did not exist in China until it was imported from the West in the 20th century.
Experimental studies show that Chinese native speakers can only reach about
75% agreement in word segmentation, and have difficulties to replicate their
own previous segmentation (e.g., Hoosain 1992; Sproat et al. 1996; Miller 2002;
Bassetti 2005; Liu et al. 2013). Since Chinese texts are not word-segmented, com-
pared to English, it is more challenging to distinguish bound morphemes from
free morphemes in Chinese: the distinction between morphemes, words, and
phrases is fluid (Hoosain 1992). This problem is further complicated by
diachronic variations as morpheme compounds may have various levels of con-
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ventionality in different historical strata (Norman 1988:86). For example, gizi 3%
+ ‘wife’ is recognized as a word in Modern Mandarin, but in Old Chinese it is
typically analyzed as a phrase consisting of two free morphemes gi 2 ‘wife’ and
zi ¥ ‘son. For this reason, the notion of “word” will be avoided in this section.
Instead, morpheme, as represented by each character, is the basic unit of analysis.

The difficulty in word segmentation casts doubt on the applicability of
Correia Saavedra’s (2021) measure and Baayen’s (1989; 1992) hapax-based mea-
sures, as both approaches presuppose the basic unit to be the word. Besides, both
approaches turned out to be ineffective in highlighting changes in grammatical-
ization over time (Arcodia & Basciano 2012; Correia Saavedra 2021:174). This
section will thus not apply them to Chinese data.

Focusing on the grammaticalization of two morphemes, i.e., zai 1£, zhe E,
we shall look at their use and schematicity indices in different historical periods.
Corpora were constructed using materials from five historical periods, i.e. (i)
Zud Zhuan (/£f3, about 180,000 characters, late fourth century BC), (ii) Shishuo
Xinyu (HERHTEE, about 79,000 characters, fifth century AD), (iii) six vernacular
stories from Bianwén (53Z, about 40,000 characters, c. 700-900 AD), (iv) four
novels from Sanydn Erpdi (=5 1A, about 70,000 characters, c. 1640 AD), and
(v) five novels written by Shudo Wang (£4#, about 490,000 characters, c. 1990
AD). There has been a considerable gap between literary Chinese and spoken
Chinese for a long time (Norman 1988:111). The selected materials all represent
the vernacular style of their particular time. For the data of each of these historical
periods, the method is generally the same as we have done for the English data
presented in §3; the only difference is that Chinese data are inherently
morpheme-segmented as written characters roughly corresponding to mor-
phemes. It must be noted that zai and zhe are used to represent the pronun-
ciations merely for convenience: in Modern Mandarin, zai is the standard
pronunciation of the character £, while the character & has various pronuncia-
tions (see §4.2 for details), among which zhe is the most common one; given the
rich regional and historical varieties of Chinese (Norman 1988: 1), there is virtu-
ally no way to know the exact pronunciations of these characters at any given time
and place.

Z4i {f and zhe & are two commonly recognized imperfective aspect markers
in Modern Mandarin (Li & Thompson 1981:185). Their diachronic S(X_) and
S(_X) values are presented below in Table 9 and Figure 4.

To instantiate the above results, §4.1 will illustrate the diachronic usages of
zai 1F, while §4.2 focuses on the functional evolution of zhe &.
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Table 9. S(X_) and S(_X) of zai 7E and zhe &

Zud Zhuan  Shishuo Xinyit  Bianwén Sanydn Erpai  'Wéng’s novels

S(1E)

0.000 0.666 0.410 0.688 0.774

S(_TF)

—-0.2000 0.340 0.202 0.350 0.788

SCEL)

— 0.030 -0.128 -0.040 0.795

S(_H)

— -0.322 0.105 0.460 1.281

14

0.8

0.6

04

0.2

0.0

—0.4

—0.6

Zu6 Zhuan, Shishué Xinyu Bianwén Sanydn Erpai Wang's novels

S(HED) S(_TE) S(E_) —&—S(#A)

Figure 4. S(X_) and S(_X) of zai 7 and zhe &

4.1 The grammaticalization of zai 1

Zai 1% functions mainly as a verb indicating ‘to exist; to be at (location)’ in Zud
Zhuan, as exemplified below:

(14)

E A = S i S I
Zhithéu  zhi bin, wen ji zhé  duo zai.
marquises SUB guest ask sickness person many ZAI

‘There were many marquises’ guests who went to see doctors.
(Zuo Zhuan)
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(15 &k A i~ 1 e
W0 xian  jun Jian Gong zai chil.
my former monarch Jian Gong ZAI Chu
‘My former monarch Jian Gong is at Chu’ (Zuo Zhuan)

(1) TR =z W #£ #H M HE # & -
Zi Taishii zhi miao zai dao ndn, qi qin zai dao béi.
Zi Taishu sus temple ZAI road south, his house ZAI road north
Zi Taishu’s temple is to the south of the road, and his house is to the north of
the road’ (Zuo Zhuan)

More abstract meanings are occasionally seen in Zud Zhuan: zai 1 in the follow-
ing examples can be interpreted as ‘to reside in; to be at the hands of

(17) BB % AfE N W
Shi ke zai hé, bi zai zhong.
army victory ZAI harmony, not ZAI number-of-people
“The victory of an army resides in harmony, not in the number of people’

(Zuo Zhuan)
(B = ¥ ZzA~A® Bt E B fE FKe
Er zi zhi bi yi zhan yé i, zhéng zai Ji Shi.

two person suB not willing fight also self-explained power ZAIJi Shi
‘It is self-explained that they do not want to fight as the power is at the hands
of Ji Shi. (Zuo Zhuan)

Accordingly, both S(7£_) and S(_f£) values are close to 0, typical of verbs with
relatively general and abstract meanings. After Zud Zhuan, the S(1£_) and S(_fE)
values have been steadily increasing, corresponding to the rising prepositional use
exemplified blow:

(19) flisx £ B = F & F EHRKe
Jidnwén zai an shi  zhong zuo, zhao Xudnwii.
Jianwen ZAI dark room inside sit, call in Xuanwu
‘Jianwen sat in the dark room, and called in Xuanwu’

(Shishuo Xiny)
(20) 4ok A= f£ M R= = £ AREZE I o
Ruldi  sheng zai ndn Tianzhi guo,  zhdng  zai Jiapilué chéng.

Buddha be-born ZAI south India  country grow-up at Kapila city
‘Buddha was born in India to the south of China, and grew up in the city of
Kapila? (Bianwén)
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en H ¥ F%H £ E P AFE BKEE-

Zhi ting € ji zai long zhong bu zhi zhizhizhazha.

Only listen get chicken ZAI cage inside not stop squawk

‘Only heard chickens squawking ceaselessly in the cage’

(Sanydn Erpai)

The adverbial use of zai 7 appeared relatively late. In Sanydn Erpai, sporadic
cases are captured where zai TF. compounds with zhéng IE to indicate progressive,
as follows:

(220 H & &K BFR BB WK E £ HEE -

Qié shuo Zhii En téng miigin hiinjia zhéng zai nali si  cdn...

Just say Zhu En with mother wife just ZAI there feed silkworm

‘(Just talking about) Zhu En was there feeding silkworms with his mother and

wife... (Sanydn Erpai)
(23) ¥ KRIE & TBKRE W H BR £ — ff

Ping Shi zhéng zai dadié yixiang, néi  you zhenzhii shanyi jian.

Ping Shijust ZAIpack suitcase inside have pearl  shirt one cL

‘Ping Shi was just packing up his suitcase. There is a pearl shirt inside’

(Sanydn Erpai)

Cases in which zai {E functions as an imperfective aspect marker alone are mainly
seen in Shuo Wang’s novels, representing Modern Mandarin, exemplified below:

(24) gORROfE B B 2 AR AR LS o
Sui shuo shidai zai bian, daodé hdi shi giidai na daodé.

although say time ZAI change moralstillis ancient-times that moral
‘Although the time is changing, the moral is still the moral of ancient times.

(Shuo Wéng’s novel)
(25 fx & E ® A fE/AVN B BERE F e
Ni xin Ii zong you ge xidoxido de ziwd zai zuo guai.

your heart inside always have cL little ~ suB ego ZAI make trouble
‘There is always a small ego making trouble in your heart’
(Shuo Wéng’s novel)

Noteworthily, even in the Modern Mandarin sample, the prepositional use is still
the prototypical function of zai TE, with tokens far outnumbering its adverbial
use.

The usages of zai 1F across different historical periods can be summarized
below in Table 10.

It can be observed from Table 10 that the percentage of tokens wherein zai
{E is used as a verb has been steadily decreasing, while its prepositional use has
been steadily increasing. Its adverbial use appeared relatively late. Although zai
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Table 10. Diachronic usages of zai 1£

Zuo Shishué  Bianwén  Sanydn Wang’s
Zhuan Xinyii Erpai novels
Verbal: to exist; to be in/on/at 97.44% 82.25% 82.88% 64.99% 37.20%
Prepositional: in/on/at 2.35% 17.75% 16.22% 34.20% 40.40%
Adverbial: imperfective aspect — — — 1.16% 1.80%
(constrained)
Adverbial: imperfective aspect - — 0.90% 0.29% 7.60%
(independent)
Other 0.21% — — 0.87% 13.00%

1E can be used as an aspect marker in Modern Mandarin, this is in fact not its
prototypical use. Besides, there are a few compounds with relatively high frequen-
cies in Wéng’s novels, such as xianzai RAE ‘now’ and shizai B1E ‘really; coded
as “other” in the sample. The high conventionality of these compounds undoubt-
edly affects the schematicity scores. Importantly, although zai {£ has been gram-
maticalizing, its verbal use has always been there: it can still be used as a verb
indicating ‘to exist’ in Modern Mandarin. Multiple layers of grammaticalization
co-present for this morpheme.

4.2 The grammaticalization of zhe &

The character zhe % appeared relatively late in Chinese history. It is not seen in
Zud Zhuan, and not common in Shishuo Xinyii either. Its appearances in Shishuo
Xinyu and Bianwén are invariably verbal, denoting ‘to wear’ or ‘to touch; to be in
contact with’ Based on the phonetic standard of Modern Mandarin, these usages
of zhe & are pronounced as zhud or zhdo, as exemplified below:

(26) KW £ £ JU %> H FH M #He
Taifiishi nidnqi  ba  sui, Zhué qing bu ki
Taifu time age seven eight year-old ZHUO green cloth pants
“Taifu was seven or eight years’ old at that time, wearing green-cloth pants’

(Shishuo Xinyu)
(27) WX g B mEE-
Niljia ai  zhud  qilud chding.
I (humble) love ZHUO silk  skirt
‘T love to wear silk skirts. (Bianwén)
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(28) X &  #H 2 LEEo
Yi shé  zhud shang?.
use tongue ZHUO palate
‘Use your tongue to touch your palate’ (Bianwén)

As a verbal element, zhe 75 also functions as the resultative complement for other
verbal elements, as in the following examples:

(29 EH # & S o e R M H B bk
Lantidn ai  nian ~ Wéndi, sui zhdngda, you bao zhué xi  shang.
Lantian love think-of Wendu although grow-up still hold ZHUO knee top
‘Lantian loves Wendu. Although Wendu has grown up, Lantian still holds him
on his knees’ (Shishuo Xinytl)

(30) BH B H HEXL-e
Hirdn  féng zhdo yéchawdng.
suddenly meet ZHAO Yaksa
‘Suddenly ran into Yaksa’ (Bianwén)

It can be noticed that zhe & are transitive in all the above examples — the nominal
elements after zhe 5 are invariably the objects of it — the relationship between
zhe 7 and the elements following it is fairly close. This is a typical case in Shishuo
Xinyti, which explains the relatively high value of S(&_), as compared with S(_
%), albeit both below 0.1 as presented in Table 9 and Figure 4. However, starting
from Bianwén in our sample, there began to be cases in which zhe & does not
take objects, as shown below:

(31) L ®" O® O E Ko
Jiangshi yé  shén hiin shui zhdo.
officer-soldier night late all sleep ZHAO
‘Officers and soldiers have all fallen into sleep at night’ (Bianwén)

No physical contact is expressed by zhe & in (31). ‘Contact’ needs to be under-
stood in a more abstract sense: to get into a state. As the meaning of zhe % became
increasingly abstract, its association with the preceding verbal elements strength-
ened, corresponding to the rising S(%_) value, while the S(_%) value did not rise
so fast as the association between zhe & and the following elements has been rel-
atively loosened: zhe % no longer needs to take objects itself.

From the verbal complement use of zhe & exemplified in (29), (30) and (31),
the meaning of it is further bleached. In many cases in Sanydn Erpdi, zhe % indi-
cates the continuation of a state or the progression of an activity, thus becoming
an aspect marker, as shown in the following examples.
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(32)

(33)

X R #WHE B M-
Jia jia doubi zhe ménr.
home home all close ZHE door

‘The door of every home is closed’ (Sanydn Erpai)
=55 B OB IR A o— @/ N R FRED > 3
Sangidor zhi  zhe chudng qidn yi ge xido xido téng tar,  dao...

Sangiao pointZHE bed  front one cL small small wicker couch say
‘Sanqiao was pointing at a small wicker couth in front of the bed when she
said ... (Sanydn Erpai)

This is the dominant use of zhe & in Modern Mandarin, making the S(_%&) value
above 1 (see Table 9 and Figure 4), while the verbal uses of it are only preserved
in a few fixed expressions such as zhudli &£ ‘to land’ and biizhudbianji &5
% ‘wide of the mark’ According to the phonetic standard of Modern Mandarin,
zhe % needs to be pronounced as zhe as an aspect marker. The neutral tone and
the reduced vowel are clearly evidence of phonetic erosion accompanying gram-
maticalization.

Overall, the diachronic usages of zhe % are summarized below in Table 11.

Unlike zai 7E, the verbal use of zhe & has been dramatically shrinking. In Mod-
ern Mandarin, it can barely function as a verb anymore. Predominantly aspectual,
the function of zhe & is much more specialized than zai 7E.

Table 11. Diachronic usages of zhe 5

Zuo Shishué  Bianwén  Sanydn Wang’s

Zhuan Xinyu Erpai novels
verbal zhud: to wear — 33.33% 15.39% 1.49% 0.40%
verbal zhud/zhdo: to touch; to be in — 26.67% 34.62% 4.98% 1.00%
contact with
verbal complement zhud/zhdo: to be — 40.00% 38.46% 15.92% 3.00%
in contact with
verbal complement zhdo: to get into a — — 11.54% 2.99% 1.40%
state
imperfective aspect marker zhe — — — 72.64% 91.20%
Other - - - 1.99% 3.00%
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4.3 Summary

In §4 we have seen the correspondence between the schematicity indices and the
grammaticalization of zai 7F and zhe % as zai 1E and zhe & evolved into aspect
markers from contentful verbs, their schematicity indices have been increasing.
Furthermore, the present schematicity measure can clearly reflect the gradualness
of grammaticalization — for the target morphemes, it takes a long time for their
grammatical uses to appear and to gain frequency — grammaticalization does not
take place overnight (Traugott & Trousdale 2010). The diachronic schematicity
indices of zai 7E and zhe & correspond well with the diachronic usages of these
two morphemes.

However, the difference between zai TE and zhe & should not be neglected.
Although both originated from verbs, zai 7t derived adverbial uses preceding ver-
bal elements; while zhe & developed into an aspect marker following verbal ele-
ments. Their difference can be easily observed from the following example:

(34) KX #WaE F B M ek BE - R

Dajia dou zai zhéngzhe xiang Féng Xiansheng xianméi, ni
everybody all ZAI strive ZHE towards Feng Mr. flatter  you
BB A R?
weishénme bu qu?
why not go
‘Everybody is striving to flatter Mr. Feng. Why don’t you go?’
(Shuo Wang’s novel)

Besides, it can also be observed that the overall S(X_) and S(_X) values of zai 1£
and zhe % are lower than English inflectional affixes: the S(_ing) is 1.888. This
difference can be attributed to the multiple layers of uses preserved in Chinese
owing to the logographic writing system that is not sensitive to phonetic erosion.
In English, and virtually all other languages using alphabets, if a morpheme is
phonetically eroded in grammaticalization, the erosion is sometimes reflected in
the writing; e.g., going to > gonna. Moreover, the complicated history of language
contact makes it impossible to trace the origin of every English morpheme: -ing
may also originate from content items, but there is virtually no way to know. In
contrast, since Chinese characters are logographic by nature — they never serve as
accurate records of phonemes — the written form of a morpheme always remains
the same even if it is phonetically eroded with grammaticalization. Multiple layers
of a morpheme can thereby co-present, which is exactly the case of zai 1£. The co-
presence of the contentful use and the functional use surely affects the estimate of
schematicity, which also explains the reason why S(_%) is higher than S(fE_) in
Modern Mandarin: the verbal use of zhe 7 is generally obsolete, but zai 7E can
still function as a verb.
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5. Discussions

5.1 Comparison with previous measures

With recourse to the notion of information content in information theory, this
paper argues that the schematicity of a construction can be understood as how
little information content is provided by the target schema for a typical instantia-
tion of this schema, and thus can be measured by comparing the information con-
tent provided by the elements occurring in the open slots to that provided by the
schema itself. A formula is thereby proposed to quantify schematicity, and shown
effective to characterize the grammaticalization of morphemes with synchronic
English data and diachronic Chinese data.

Compared to previous measures of schematicity, the present schematicity
measure shows incomparable applicability. From the synchronic perspective, the
entire spectrum of grammaticalization from content items to affixes are clearly
reflected by the schematicity indices, demonstrating the gradience of grammat-
icalization. From the diachronic perspective, the schematicity indices well cor-
respond to the diachronic usages of target morphemes among which the
grammatical uses gradually gain frequency, and thus illustrate the gradualness of
grammaticalization. With the present approach, morphemes with various degrees
of boundedness can be analyzed together, and in fact the boundedness of mor-
phemes can be estimated by the S(X_) and S(_X) indices. This is beyond the
ability of Correia Saavedra’s (2021) multivariate measure and the hapax-based
productivity measure. Besides, reliability is another notable advantage of the pre-
sent schematicity measure. As presented in (9), the formula for the schematicity
index is essentially based upon token-token ratio. Compared to previous methods
drawn upon type-token ratio, including various types of productivity measures,
this approach is not so sensitive to corpus size and sporadic errors in the corpus,
making the results from different corpora roughly comparable.

To understand the improvement in applicability, it must be noted that the
present approach taps directly on schematicity, which is the essential parameter
underlying the syntax-lexicon continuum, while previous studies take token fre-
quency, letter count, collocate density, colligate density, dispersion, and potential
productivity as indicators of grammaticalization. Admittedly, these factors are
related with schematicity. Simply looking at the formula for the schematicity
index, presented in (9), “total token frequency of X_” occurs in the numerator
position, while the “token frequency of the element occurring in the open slot”
occurs in the denominator position, so we are definitely not negating the rela-
tionship between frequency and grammaticalization. For the schematicity of free
morphemes, “the element occurring in the open slot” is exactly the “collocate”
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in Correia Saavedra’s (2021) measure: if many types of elements only occur in
the target schema but nowhere else, the collocate diversity is high, and {h(ele-
ment occurring in the open slot)-h(X_)} is also high. For bound morphemes, a
large number of hapax legomena means that many types of low-frequency ele-
ments occur in the open slot, and thus is likely to bring a high value for {h(ele-
ment occurring in the open slot)-h(X_)}, resulting in a high schematicity score.
However, these are merely concomitant indicators. The essential factor of gram-
maticalization — schematicity — has been ignored. Schematicity is a feature of
schemata with open slots, and it needs to be measured in relation to specific
instantiations of the target schema. Therefore, even if we are investigating the
grammaticalization of morphemes, we are actually looking at the schematicity of
X_ and _X, but not the morpheme itself. In the meantime, “token frequency of
the element occurring in the open slot”, distinguished from “token frequency of
this type of instantiation” (see Table 3 in §2.2), needs to be taken into consider-
ation, as the target schema is oftentimes not the only context in which the ele-
ments can occur. This view radically distinguishes the present study from Correia
Saavedra’s (2021) approach, and only in this way can we capture the difference
between S(X_) and S(_X), which is the key to understanding the boundedness of
morphemes.

5.2 Implications and future directions

It is worth reiterating that the computations presented in § 3 and §4 only consider
the morphemes/words adjacent to X as the elements occurring in the open slots
of the schemata X_ and _X. This approach minimizes manual intervention, facil-
itates autonomic computing, and thus maximizes the replicability of the present
study. However, it does not necessarily represent how the human brain processes
language, and tends to underestimate the schematicity of elements with broad
syntactic scopes, such as modal verbs, complementizers, and sentence final par-
ticles. In fact, experimental studies consistently show that brain systems track
hierarchical syntax incrementally in addition to sequential processing (Ding et al.
2016; Henderson et al. 2016; Martin & Doumas 2017; Brennan & Hale 2019),
so token-by-token identification of constructions undoubtedly produces more
accurate results. With token-by-token identification, the schematicity index can
be computed for all kinds of constructions. Taking the ditransitive construction
as an example, unlike morpheme-based schemata, the ditransitive construction
does not have any fixed constituents. Instead, there are three open slots: the verb,
the indirect object, and the direct object. As long as the three elements appear
together as shown below in Table 12, they always form an instantiation of this
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construction. Therefore, there is no need to distinguish “token frequency of the
elements” from “token frequency of this type of instantiation”.

Table 12. Instantiations of the ditransitive construction

Type of instantiations Token frequency of this type

give me five a
give me a break b
give you an example ¢
teach me a lesson d

show me the meaning e

... (n types in total) ... (N tokens in total)

Nonetheless, schematicity still pertains to how little information content is
provided by the schema itself, so we still need to compare the information content
provided by the schema to that provided by the elements occurring in the three
open slots, i.e. h(elements occurring in the open slots)—h(ditransitive construc-
tion). The only difference is that in this case, elements in the three open slots
precisely form different types of instantiations, so h(elements occurring in the
open slots) = h(instantiation of the schema). The original schematicity formula
can thereby be further simplified for constructions with no fixed constituents, as
shown below in (35).

(35) S(construction ) = Avg_{h(instantiation) — h(construction)}
total token frequency of the construction
= Avg {lg ( )}

token frequency of each type of instantiation

Despite the distinct advantages, there are still a few points that must be pointed
out. A big problem pertains to the determination of morphemes. As previously
mentioned in §4, Chinese morphemes are determined by the written characters:
even if a morpheme is phonetically eroded, such as zhe 7, it is always counted as
the same morpheme as long as the same character is used. This is not a common
way for languages using alphabets, e.g., gonna is typically taken as one morpheme,
but going to obviously contains more than one morpheme. For this point, writing
system seems to play a role in the determination of morphemes: languages using
logographic writing systems have the semantic evolution of morphemes clearly
documented, while the exact pronunciation is never accurately represented, and
thus the determination of morphemes has to rely more on semantics instead of
phonetics; in contrast, it is more challenging for languages using alphabets to
keep track of the semantic evolution of elements, so the determination of mor-
phemes relies more on phonetics. Additionally, homonyms, written variations,
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and internal inflections add more layers to the difficulty of morpheme determi-
nation. Ultimately, the schematicity measure can only be used to describe, but
not to predict the development of constructions. In §4, we have seen that both
originated from verbs, zai 1£ and zhe % went on different paths of grammati-
calization: zai 7E becomes an adverbial preceding verbal elements, while zhe &
becomes a particle following verbal elements. The schematicity indices of earlier
historical periods provide no hints for this divergence. Besides, data in the present
study are drawn solely from corpora; future studies can be conducted comparing
the schematicity indices to human behavioral performances in schematicity judg-
ment, lexical decision, self-paced reading, priming, etc. Jager & Rosenbach (2008)
hypothesized that less grammaticalized items tend to prime the more grammati-
calized ones, but not the converse, which is compatible with our understanding
that grammaticalized elements provide less information content than contentful
elements. Empirical investigation is called for along this line.
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